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Abstract— Machine learning and pattern recognition
recently become a hot topic in computing world. This is due to
the fast-growing of resources as well as techniques that make it
easier to solve machine learning and pattern recognition
problems. Problems that require machine learning solutions
may be very simple for humans but actually can be very complex
for machines to solve them. Face recognition is amongst those
problems. Almost all human can easily recognize others without
require specific knowledge to do it, different from machines
which require its. This paper discussed face recognition task
using machine learning strategies which involved Kernel
Principal Component Analysis (KPCA) and Support Vector
Machine (SVM) to identify person. KPCA extracted features
from 2D image input and produced the important features of an
image input. The extracted face features are recognized by SVM
by classifving human face according to their stored identity in a
database. SVM, which was basically a binary classifier worked
by using one-against-one strategy to compare the face feature
vector of a single test image to the stored face image in a face
image database. Experiment results on grayscale images with
size 92x112 pixels gave 96.25% of accuracy rate. Hence, KPCA
and SVM for face recognition is a robust machine learning
method.

Keywords— face recognition, kernel eigenface, kernel PCA,
machine learning, pattern recognition, support vector machine

I. INTRODUCTION

Face recognition involves the activity of identifying face
characteristics that differ one person from another person. The
human face consists of part of the head area which is
composed of chin, nose, mouth, cheeks, eyes and forehead.
Human face images which is captured from camera devices
can be used for many purposes. The traditional utilization of
face recognition tools is for security and attendance systems,
but today it has a greater implementation in retail, banking,
hospital, restaurants, marketing, and health systems [1]. In
machine learning, face recognition stages consist of a
sequence of three activities: face detection; face feature
extraction; face recognition. Each stage requires specific
techniques. Face detection is done by segmentation process to
separate face with other objects [2]. The significant issue in
face feature extraction stage is in selecting the appropriate
feature that describe human’s face. In recognition stage, the
system classifies an image face by finding the highest level of
similarity to another image faces with certain labels or person
identities through training and testing procedures. This is
where the ‘term’ learning in machine learning comes from. By
providing training face images to learn about the model, and
then predict the testing images labels. A valid and satisfiable
face features are very crucial to determine the success of face
recognition.
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Face recognition has been trained using several methods
such as PCA (Principal Component Analysis) and LDA
(Linear Discriminant Analysis) [3]. PCA and LDA methods
were both using linear proximity feature. But, in the case of
face images with non-linear features, it reduced the
recognition accuracy rate. The use of linear methods such as
PCA and LDA usually extended the approach to search for
cigen value and eigen vector to determine the principal
component contained in human face images. The facial image
feature was obtained by multiplying a number of principal
components with the original face image. The recognition was
based on the closest distance between two face image features.
This method was less effective in overcoming non-linear
image problems caused by the contents of the image, such as
background changes, face position (orientation), lighting, and
facial expressions [4]. Face recognition using PCA gota result
with accuracy rate 78.3% [3].

Non-linear problems can be overcome by adopting a
kernel trick [5]. Kernel trick aims to transform high-
dimensional-low-features data space to a high-dimensional
feature space, so that more features can be taken from an
image of a human face. In the recognition process, those
features can be applied to the high dimensional feature space.
The accuracy rate is obtained from methods that adopt the
kernel trick; and it will be higher than those that do not use the
kernel method because kernel can overcome the non-linear
propertics of the human face input image.

SVM is a machine learning classifier which works by
forming the optimum separating hyperplane that linearly
scparate between two classes. SVM can be treated for
multiclass classification by applying some strategies: one-
against-one or one-against-many classification. SVM is a
robust classifier in machine learning that has been
implemented in many prediction and recognition problems.

Based on the above background, we propose a new
approach capable of recognizing face by using Kernel PCA as
feature extraction and SVM as recognition methods. First, the
input face image is converted into grayscale mode. Second,
the KPCA is used to extract the face features. Finally, face
recognition is performed by SVM which has been trained
using database of face and resulting a face model. The main
contribution is in combining Kernel PCA and SVM for
identifying biometric of human from face which has many
implementation benefits. The next section discusses KPCA
and SVM for face recognition, followed by the design of the
proposed system. We also present the experiment scenario and
discuss the result in the last part of the paper.
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II. MACHINE LEARNING FOR FACE RECOGNITION

In this section we discuss the machine learning techniques
which are used in this proposed study: Kernel PCA and
Support Vector Machine.

A. Kernel Trick

In machine learning, kernel trick is a method that uses a
linear classification algorithm to solve nonlinear problems by
attaching the input to a higher dimension space, thus creating
a linear classifier in the new dimension space using nonlinear
classifier with the original dimension space [6]. Kernel trick
is used to transform the input that implements an algorithm
which depends on the dot product operation between two
vectors [6]. The dot product function is replaced by the kernel
function, so that linear algorithms can be easily applied in non-
linear algorithms. With kernel trick, the mapping function is
never explicitly calculated, because the high dimensional
space is possibly used on infinite dimensions.

Theoretically, every state that is continuous, symmetrical,
semi-positive is definitely positive. The kernel function K (x,
y) can be expressed as a dot product in high-dimensional
space. The mercer theory itself is a generalization of each
positive semi-definite matrix in the Gramian matrix set of
vectors [3], [7]. Gram matrix is commonly used in machine
learning applications as a representation of kernel functions
[5]. Kernel PCA

KPCA (Kernel Principal Component Analysis) is the
improvement of the traditional PCA method, which is also
called as eigenface [7]. KPCA can handle the shortcomings
of the PCA method, which is to overcome problems that are
nonlinear. By applying a nonlinear kernel function, it can
reduce dimensions to projecting nonlinear dimensions.

In PCA, the obtained principal component is derived from
the estimated results of solving the eigenvalue problem. In
many cases, the small number of main components results in
a lack of describing most of the structure in the data set. With
PCA it will reduce the dimensions of the face until leaving
onlfa few important features for classification.

y using nonlinear mapping, the dataset can be mapped
into a higher dimension, namely F feature space.
Representation of features in the high-dimensional feature
space h@ps better classification. But for clarity of feature
space, 15 a function for calculating scalar products in feature
space [5]. This is called as a kernel function. By using the
kernel function, each linear algorithm used in a scalar product
can be calculated in F without knowing the mapping of
KPCA @ by constructing a nonlinear version of the linear
algorithm. The nonlinear version of PCA is built with a kernel
function called kernel principal component analysis (KPCA).

Given a set of M centralized data x, € RV that
corresponds to the following Equation (1).

Tt @) =0 (D
The computation of kernel @ with size MxM to become
matrix K is by applying Equation (2):

Kjj:= (tb(x;) - (x))) )
where i and J is the dimension of feature in matrix M. The
next step is performing kernel matrix centering using
Equation (3).
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Kij = Ky — ﬁE#ﬂ OimKomj — imﬂ K Onj +

#Z%ﬂ EmMﬂ GImean (3)
Where O is a ones matrix with size MxM and all elements are
1. To get the KPCA feature, we must find the eigen value and
eigen vectors of matrix K using the decomposition in
Equation (4).

Mia=Ka (4)
where X 1s eigen value and « is eigen vector with oy, o, ...,
o are the corresponding eigen values. Eigen vector is being
normalized using Equation (5).

am]_aun =i

A (5)
The next step is extracting principle component by projecting
eigen vector to a feature space. Given x as a test point of a
testing image ®(x) in an F dimensional space. The non-linear
principal analysis extraction is computed using Equation (6).

M
4= 3 0" (fx) o{x)
& (6)

where a(n) is n eigen vector components, and q(n) is the
projection components, or the KPCA components as a result
of feature extraction process.

B. Support Vector Machine

Support Vector Machine (SVM) is one of the supervised
classification methods in Machine Learning [8]. The main
purpose of this method is to build an Optimum Separated
Hyperplane (OSH) which makes an optimum dividing
function (linear function) that can be used for classification.
Fig. | depicts an SVM.

Optimal &
hyperplane Optimal

hyperplane

. = Support ® .
& \ Vectots Support
. 0 .. Vectots

Data at
— the wrong
* zide

Fig. 1 SVM with optimal hyperplane

Fig. 1 shows the description of SVM with optimum
hyperplane and maximum margin which separated two
classes. In the case of pattern recognition, to form an optimum
hyperplane in SVM, it must be done in a high dimensional
feature space obtained from nonlinear mapping. In the
following training example {(X,Y;)}Y, where xi is the
training vector and yi is the label class that is +1 or -1, in this
case SVM is used to find the weight vector values (w) and bias
(b) of the dividing hyperplane [6].

The SVM method can be used to classify data that can be
separated linearly, semi-linearly, and data that cannot be
linearly separated. For semi-linear or nonlinear data, slack
variables are added to the optimization, as well as for
nonlinear data using the kernel method. Face recognition is
considered to be a nonlinear case. The following formula is
used to look for hyperplane in general as given in Eq. (7).

v, p(x)+h)=21-¢& 7
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where &, is a slack variable and b is bias. Another derivation
form of Equation (7) is called a primal Lagrange formula is
shown in Equation (8).

L=l eeE e -Table wen)-1es)-Tus ®

The lagrange equation can only be solved if it satisfies certain
conditions. Karush-Kuhn-Tucker condition is a way to
optimize in nonlinear programming by fulfilling several
conditions. With the KKT approach (Karush-Kuhn-Tucker)
nonlinear inequality can be used in generalizing Lagrange
multipliers that can use ordinary equations. The following
equation shows & =0if @, < C where C (Complexity) is
gamma parameters, so each training data that is at a range
0 <@, < C thatis also used counts b [11].

L, :ia}—%iiaﬂ,}’,y,k(_p X)) ©)
=1

“ =1 y=1

i

if“ _00<a, <CVi

’Jhcrc C is

0 < a, £C,Viis adata point (o) or called as support vector.

a positive value user parameter, and

Therefore, we can get the optimum Lagrange multiplier by
using weight vector which is computed using Equation (10).

N
W, = Za‘ ye(x,) (10)
=1

Where W is the weight vector. Based on Lagrange KKT, by
giving a sample 0<g, <C bias can be computed using

Equation (11).

I (1 ' (1
b=m‘.§ []—7 Z(x,_1 Jelx,x)

xe8F J

Where #SV is the number of support vectors O<a, <C- For

the unknown class data, we can predict the corresponding
class by using Equation (12).

D(z)= sig}{Zr:r‘y‘k(_r‘.:) + h] = sagr{z a, vk(x ,2)+ PJ] (12)

=l =

Where Ns is the support vectors. Kernel in a SVM in this study
is using radial basis function which is applying Equation (13).

(13)

r
k(x,,x ;) =cxp| -

1 2
L)
| cE 1

In KPCA and SVM can use the same kernel where the sigma
value (g) can be different.

II. HUMAN FACE RECOGNITION SYSTEM

The methodology of the human face recognition system
can be seen in Fig. 2. The system is divided into two stages:
the training stage and the recognition stage. At the training
stage, the system used training data on a number of human
faces. The face used will only be sampled as many as 5 face
images for each human subject. All datasets will be performed
a feature extraction process to obtain image features that will
be used at the classification stage. In previous face recognition
studies, several methods have been used, such as PCA, LDA,
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Wavelet, and Gabor. In this system, KPCA feature extraction
will be used.

Training Phase

Preprocessing
(KPCA Feature
Extraction)

HE.

SVM
Classification

Recognition Phase

Preprocessing
{KPCA Feature

— Extraction) —
A
A
Testing 3.3, Human
Face
Recognition

v
M -.

Fig. 2. Design of human face recognition system

The feature extraction process using KPCA is used at the
next training stage to distinguish one human face from another
human. In another studies, classification has been used with
Neural Network and Bayesian methods [9]. This system used
the SVM classifier to be able to classify faces from multiple
classes (several different people).

In the recognition phase, the system has been trained by
using human face training data, so the system is able to
recognize faces of the same human with different expressions.
This recognition process is the result of the voting process of
asct of binary SVM classifiers, so the voted class is the largest
voting value of the whole SVM classifier. The training and
testing stages, including pre-processing (feature extraction
with KPCA), classification with SVM, and human face
recognition will be explained further in the next subsection.

A. (KPCA Feature Extraction)

In the facial feature extraction, the kernel eigenface
method is used. The kernel eigenface / KPCA process is a
modification of the PCA method with the kernel method. This
is because the vector results in the kernel process have very
high dimensions, sometimes even higher than the original
image vector. KPCA can also be used to reduce the
dimensions of the kernel to make it easier for the computing
process.

At the stage of forming the kernel or mapping input vector
image to high dimensional feature space using Equation (2),
there is no need to explicitly map all image data to high
dimensional. In the learning process, only dot product values
are needed, so the kernel trick can be used to calculate the dot
product value of image vectors, using the RBF kernel.
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The next step is to form a covariance matrix that contains
the kernel matrix centering value. The dimensions of this
covariance matrix are the same as the K kernel matrix. The
next step 1s to find the eigen value and eigen vector of the
covariance matrix. The process of finding eigen value and
eigen vector can be used by the decomposition method to
solve the decomposition using Equation (4). Eigenvector that
has been obtained must be normalized by equation (5).

The KPCA feature is obtained by projecting the input
image vector from the eigenvector calculation results with
Equation (6). It is used to synchronize the input dimensions
and feature dimensions. This projection includes all datasets
used in the system.

B. SVM Classification

This process will explain the stages in the training process
with the SVM method. Each learning process is the result of
the binary classification of a group of objects. The best SVM
function is a function with the maximum margin value.
Margin is the distance between the hyperplane and the
support vector of each object in the training stage.

The SVM classification process starts with entering the
results of the preprocessing in the form of KPCA features into
the SVM. Next, determining two SVM parameters: gamma
SVM for the SVM dot-product mapping process and
complexity (C) for margin values tolerance in the hyperplane
function. The C parameter is a constant for slack variable to
measure the distance of misclassification, and epsilon and
tolerance.

The process of forming a hyperplane function involves a
number ofk (k-1) / 2 classifier, where k is the number of class
or human subjects in one-against-one strategy. Because at
each time the SVM function running is a binary classifier that
includes features from two different classes. The label class
setting 1s positive class for the first class and negative class
in the second class. Iteration is carried out as many as k (k-1)
/2 of the number of training classes, according to the one-
against-one method, where k is the number of classes
included in the training process. The one-against-one method
was chosen because it has a simple decision-making class and
the accuracy rate is higher than one-against-al [7].

In the training process, the Lagrange value is sought to
find a global optimization of the value and number of support
vectors used in learning the SVM function, which is the a
value that meets the KK T conditions. After that, it calculates
the bias value and weight to form the SVM hyperplane
function. Finally, it forms the hyperplane function of support
vector and SVM bias. This SVM training process can use the
SMO (Sequential Minimal Optimization) algorithm which
prioritizes global optimization in each process [7]. The results
of this SVM training are a number of binary SVM classifiers.
This classifier function can be used for data testing
recognition processes.

C. Human Face Classification

Human face recognition is a classification task which
classifies the human subject based on their class using SVM.
it can be searched by looking for the highest voting value in
the classification. Image testing classes can be obtained by
weighting the largest sign function on a particular object.
The testing process is done on test data, then do the RBF
kernel process on test data. Furthermore, it will be checked
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by the hyperplane (sign) function which has been previously
extracted by the KPCA feature. If the result of the sign
function is positive then the class's decision refers to the first
class, otherwise if it is negative it will refer to the second
class.

After all test data has been entered into the sign function will
result in a class decision. In the class decision finally used a
voting mechanism. The test data class is the largest voting
class of the hyperplane function. This process is based on the
One against One (One vs One) mechanism, due to recognize
multiclass faces. If there is the same voting value then it will
be chosen, the first largest voting index, so that if found the
same voting value for the next class index will be ignored.

IV. EXPERIMENTS AND RESULTS

Experiments using a number of training and testing data
taken from the face image database. The result is the accuracy
of the recognition performance. The database used is taken
from the ORL database which is developed by AT&T
Laboratory, Cambridge University [10]. ORL face image is a
collection of face images consisting of 40 human faces. ORL
image is the standard face of one head. This face has different
variations in lighting, different expressions (eyes open /
closed, smile / no smile) and accessories in the form of
glasses. The background in each image is dark. The image is
in jpg format with size of 92x112 pixels and in the form of
grayscale images. ORL database consisted of 40 different
faces of different persons and each person had 10 different
face images, thus the total were 400 face images. For testing
stage, 3 face images for cach subject were taken, so the
number of testing data were 120 face images (30% of the total
dataset). The example of images from ORL database is shown
on Fig. 3.

Fig. 3. Face image examples from ORL database [10]

Testing environment in face recognition application using
kernel eigenface/KPCA and SVM (Support Vector Machine)
methods was carried out with several proportion of test data
(30% of data sets) and training data used 70% of data sets.
The test scenario was based on the use of parameters in the
training process: i.c. the KPCA gamma (y) parameter, the
gamma (y ) SVM, and complexity, for the number of principal
components used were 25 components. Every parameter
change was being tested on the test data and we observed the
accuracy obtained. The test results can be summarized as in
Table 1.
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TABLE L RECOGNITION ACCURACY RATE
Parameters
No. YKPCA 7SVM c Accuracy (%a)
1 1.5 5000 1200 96.67
2 1 5000 1200 96.67
3 5000 1500 96.67
4 . 6000 1500 95
5 1 6000 1200 96.67
6 1 6000 1500 95.83
Average 96.25%

From the experiment we obtain the results on Table. 1
which shows the level percentage of recognition accuracy rate
generated from the face recognition system using KPCA and
SVM. The average accuracy rate is 96.25%. KPCA and SVM
face recognition systems depend on the parameter setting: the
y KPCA, y SVM, and Complexity.

We also compare the recognition accuracy with other
methods using AT&T dataset. We present the comparison
results in Table 2.

TABLE 1L RECOGNITION ACCURACY RATE
No. Methods Accuracy (%)

1 K Nearest Neighbor (KNN) 95.00

5 Principle Component U4.25
Analysis (PCA)

3 Linear Discriminant 96.00
Analysis (LDA)

4 Kernel PCA (proposed 96.25
method)

Results on Table 2 implies that our proposed method gained
the highest accuracy rate compared to other feature extraction
methods. Moreover, when it is compared with traditional
PCA, the proposed KPCA with SVM classifier increased 2%
in terms of accuracy rate. Hence, the proposed KPCA and
SVM has proven its performance is the best amongst other
methods (KNN, PCA, and LDA).

V. CONCLUSION

This paper proposed a face recognition problem using
Kernel Principal Component (KPCA) method for feature
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extraction and Support Vector Machine (SVM) as its
classifier. The accuracy rate of facial recognition tested in the
ORL dataset using the kernel eigenface/KPCA as feature
extraction method and SVM yielded an average accuracy rate
of 96.25%. The parameter values C, y SVM, and y KPCA
influenced the accuracy rate achieved. With the C parameter
value increasing, the accuracy was also increasing, while the
smaller the gamma SVM value increased accuracy, and the
greater the KPCA gamma value also increased accuracy. Face
recognition is applicable in many areas, including health,
security, business and marketing, etc. In the future the
challenge is to detect and recognize face in a real-time
situation.
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