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Abstract

Automatic emotion recognition through facial expression analysis is an emerging topic
on affective computing and social signal processing which gains more attention. The
development on this field has manyinfluences in human life related to the machineinteraction
understand human to meet human needs Existing research on emotion recognition focuses on
recognizing basic emotions (happy, sad, surprise, disgust, fear, and angry), but less effort has
been done for mixed emotion recognition due to its complexity. The challenge on mixed emotion
recognition as a combination of basic emotions are still widely open and has not much been
explored. We proposed a combination of Active Appearance Model (AAM) as a facial feature
extraction framework and Hidden Conditional Random Field (HCRF) as a temporal classifier
with hidden states as a model of mixed facial emotion recognition. The experiment on an
arranged temporal CK+ dataset and our own mixed emotion dataset shows an improvement in
accuracy rate compare to our previous methods, original CRF and SVM-CRF classifier.

Keywords: mixed emotion recognition, facial expression analysis, active appearance model,
hidden conditional random fields.

1.Introduction

One of the biggest research challenge in intelligent machine is on exploring human
behavior and how they interact with their environment. Social Signal Processing (SSP) is a
research area which aims at bridging human and computer interaction through the analysis of
nonverbal signal (social signal) such as facial expression, intonation, gesture, and body position
[1] Research on machine learning to analyze and synthesize humanemotion become a leading
issue. Recently, facial expression analysis has become a research focus because face gives
moreinformation about human emotion. Facial expression conveys 55% informationof human
emotion in a daily communication compared to another social signal[2].

Automatic facial expression recognition is amongst the hot topic in SSP and still facing
many challenges. This field has many potential applications, such as in human computer
interaction, human emotion analysis, robotics, biometric recognition, lie detection, special needs
treatment, entertainment, and education. Particularly in human emotion analysis, human has
variety of emotions from facial expressions including basic and mixed emotions. Mixed emotion
from facial expression is somehow uneasy to be recognized even by another human. Designing a
machine learning algorithm to recognize human complex emotions is by far still an open
challenge[3].

This research encompasses two aspects: understanding mixed emotion in terms of human
facialemotion and modeling the recognition of mixed emotion from facial expression images
using machine learning classifier We collaborate Active Appearance Model (AAM) as a
framework which produces facial landmark and the Hidden Conditional Random Fields (HCRF)
as a sequence classifier with hidden layer which yields mixed emotion’s class label for sequence
of images input. we organize our research paper into six sections. We start with introduction
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about the problem, related works on human facial emotion recognition, the design of the
proposed work, experiment and results, and conclusion.

2.Related Works

Facial expression analysis and recognition aims to classify the emotion on a n;c image.
Referring to Sumathi et al., facial expression analysis involves three stages: facial acquisition,
feature extraction, and facial expression recognition [3].Facial acquisition separates facial area
from non-facial area in an image Feature extraction extracts facial area into feature vectors
facial expression recognition classifies feature vectors into appropriate emotion classes Face
acquisition is the first step to detect face either from a single image or on a set of images. Many
methods applied for face detection including edge detection, boosting techniques, and automatic
segmentation [4], [5].Wu (2015) used Restricted Boltzmann Machine to detect face points [6].

Two common feature extraction technique for facial expression recognition are geometric
and appearance feature extraction. Geometric features used facial points location (e.g. eye corner,
lip corner, etc.) or face component’s shape (e.g. eye, eyebrow, mouth, etc.). Appearance features
used texture of face which is robust to the illumination variation [7]. The frequently used methods
are Gabor wavelet and Local Binary Pattemm (LBP) because it tolerates illumination changing
andhas simple computation [8]. Both features have strength and weakness. Appearance features
might be good at handling the variation of illumination but it is less sensitive to a small shift. This
weakness can be covered by geometric features which use the face area to describe changes in it.
On the other side, geometric feature is lack of texture information. Good feature representation can
be obtained by combining the strength of various features, this is called hybrid features [9], [10].
Active Appearance Model is a framework which combines appearance and texture features to
produce facial landmarks [11].Feature extraction plays an important role in facial expression
recognition because at this stage the feature vector is generated as an input to the next stage and
determines the recognition result.

Facial expression recognition is the last stage in facial expression analysis. There are two
categories, frame-based and sequence-based. Frame-based expression recognition does not use
temporal information in an input image. The input can be either a static image or separated image
frames. Mostly, SVM is used as learning methods for facial expression recognition because it
gives a high accuracy rate [12], [13]. Other methods are also applied with good results, such as
multilgder perceptron (MLP) [8], convolutional neural network [14], [15], and fuzzy clustering
[16]. Sequence-based recognition uses temporal information of the input sequence to recognize the
expression of one or more frames.Sequence-based is more challenging because it used sequence
classifier such as HMM and CRF, and it needs different modelling and representation [17]-
[19]The existing facial expressions recognition using temporal information used sequential
classifiers such as Hidden Markov Model [17], [18] and Conditional Random Fields [19]-[21],
and HCRF [19],[22].

Majority research on emotion recognition are classifyingsix classes of basic emotion
(happy, sad, surprise, fear, disgust, and angry). Somehow, human real emotions are more complex
and widely involving mixed emotion. Research on mixed emotion recognition is still on initial
phase. Du et. al (2104) developed compound emotion recognition, a combination of basic
emotions in one image[23].Their research identified 21 classes of mixed emotions which consisted
of 6 classes of basic emotions and 15 classes of compound emotions from still images and applied
SVM for classification. Our previous works has been successfully classified 12 classes of mixed
emotion on temporal image frames SVM-CRF classifier [24]. Our proposed work is using hidden
structure of HCRF to repair the sequence classification process and to increase the accuracy rate.
3.Mixed Facial Emotion Recognition

We design temporal mixed facial emotion recognition using the combination of AAM
and HCRFon a sequence of images. The recognition phase consists of three ps as in Figure
1 facial feature extraction and sequence mixed emotion recognition. The input to the system is a
sequence of image frames which contains basic emotion in each frame. This sequence of basic
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emotions forms a mixed emotion class as result of the recognition. AAM extracts facial
landmarks of each image framebased on the mean shape of reference image. Subsequently,
HCREF classified the sequence of basic emotion classes into the respected mixed emotion class.

Input: AAM facial HCRF Output:
sequence of landmark —» sequenceof || mixed facial
face images extraction rmx?d emotion label

emotion

Figure 1. Mixed facial emotion recognition phases
3.1. Mixed Emotion

Emotion is an important element in social interactions since it shows a response in
communication. Psychologist Ekman and Friessen define basic emotion as a separate discrete
emotions aich significantly differ from one another[25]. They categorized six classes of basic
emotions: happy, sad, angry, surprise, disgust, and fear. They also organized basic emotion into a
hierarchical of emotion family based on characteristics similarity such as expression similarity,
psychological activity, and the event that trigger those emotions to occur. These characteristics
distinguish emotion classes from one another.

Mixed emotion is an affective experience which involves two basic emotions, usually the
opposing valence emotions such as happy and sad. The definition implies that there is emotion
states transition over the time[26]. Moreover, an emotion can elicit other emotion instantly to
develop an emotional experience . This is shown by the combination of facial expression in a short
time duration[27]. Basic emotions are fundamental emotions in life which can be used as a guide
to explain ma: complex other emotion. We used 12 classes of mixed emotion, as in Du, et.al.
(2014) [23]: happily-surprised, happily-disgusted, sadly-surprised, sadly-fearful, sadly-disgusted,
sadly-angry, fearfully-surprised, disgustedly-surprised, angrily-surprised, fearfully-disgusted,
fearfully-angry, and angrily-disgusted.

3.2. Facial landmarks by AAM

Active Appearance Model is a statistical template matching model nﬁch captures facial
characteristics and yields facial landmarks or facial points as an output[28]. AAM is a framework
that works with the principle of feature extraction and combine both of shape and texture features
on a face image. Thc)sn'eeltures are extracted using PCA to create a face model which consists of
several landmarks or coordinate points. Facial points are scattered on specific face region: jaw,
eyebrows, eyes, nose, and mouth.

AAM framework consists of scvcreln'(x:cdurcs which sequentially adjust the shape to
the mean shape by using Procrustes method. AAM is applied on each face image and resulting a
pairwise vector of facial point coordinates. AAM result becomes the input of the next phase, the
recognition phase. At the next step, SVM is employed as a classifier of basic emotion class. SVM
is chosen because of its high accuracy rate on classifying the multiclassification problem.

3.2. HCRF for Mixed Facial Emotion Recognition

Conditional random fields (CRFs) is an undirected graphical model which predicts the
label of a given sequenceby maximizing the conditional probability ()f’uence variables[29].
CRF has been known outperformedothersequential classifier such as Hidden Markov Model
(HMM), and Maximum Entropy Markov Model (MEMM).The improvement of CRFs was made
by Quattroni, et.al. who proposed the aden-steltes of unobserved latent variables or so-called
Hidden CRF (HCRF) [30]. HCRFused hid&@ variables to model the latent sub-structure of the
problems. HCRFs discriminatively defines a joint distribution of the class label and the latent
variable label conditioned by the observations. Just like hidden state in HMM, hidden variables in
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CRFs allows the use of training data without explicit label provided. HCRF is used in
classification problem with hidden-state learning on local features.

Mixed facial emotion recognition task has an underlying sub-structure which builds the
mixed emotion class. This sub-structure consists of sequence of basic emotions with undirected
manner. The discriminative approach is suitable for this sequential case, because it discriminates
one basic emotion class against other classes. Moreover, the problem can be modeled as a hidden
structure using discriminative HCRF to predict the sequence label or mixed emotion label.
Previous research on mixed emotion recognition using CRF has shown promising results, but the
model isunsuitable because it does not incorporate hidden variables which is naturally occurs by
the problem itself [24].

HCREF is a discriminative model with hidden states and it is well-suited for the mixed

emotion recognition problem. The original HCRF by Quattoni used hidden state to capture the
spatial dependency between hidden object parts[30]. We model the HCRF to the sequence of
input where the underlying sub-structure captures the temporal dependency between image
Blmes.We design the HCRF sequence classifier for each observation x of a classlabel € ¥V, where
x is a vector of msequence of observations x = {x{,%y, ... X;; }. In omoblem,x,-is an observation
of facial image frame i. x; is represented as a feature vector x; € R. The conditional probability of
a mixed emotion class label from a sequence of image facial expression frames is computed using
The¥lrhad)
HCRF model: P(ylx,8) = L, P(y, hlx,0) = T )
(H

whereh = {h;, h,..h}s a set of hidden states in the model and each h; € H captures the
underlying structure of each six classes of basic emotion.¥ is a potential function using parameter
O to measure the label y, observationx and hidden states. In regular CRF, there is a certain label
and no hidden states h, assuming that h is observable class.We used gradient ascent learning to
gain the optimal value for 6 by maximizing log likelihood of the data where 6° =
argmaxg L(6).

4. Experiments and Results

We test our proposed AAM HCRF model and compare it results with CRF model, and
SVM-CRF model on a modified CK+ dataset [31] as well asour own made mixed emotion
dataset. Each input sequence is limited to seven image frames consist of two different basic
emotion in arbitr@§ order that form the mixed emotion. The output label comes from12 classes of
mixed emotion: sadly surprised, sadly fearful, sadly-disgusted, sadly angry, happily-surprised,
happily disgusted, disgustedly surprised, angrily-surprised, angrily disgusted, fearfully disgusted,
fearfully angry, and fearfully surprised.We arrange sequences of image from CK+ dataset which
contains facial images of six classes of basic emotion (happy, sad, surprise, fear, angry, and
disgust). We used 306 images as training data and create 80 sequences of testing data. We run
experiment on our own dataset consists of 12 mix emotion classes from 15
subjects;Indonesiancitizens with different ethnicity (Javanese, Batak, Sundanese, Malay, and
Chinese). Our own mixed emotion dataset gives 270 training data and 48 sequences of testing
data. Figure 2 gives example of images sequences from both dataset.
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(b)

Figure 2. Sequence of image frames (a) CK+ dataset (b) mixed emotion dataset

AAM produces vector of 68 landmarks on each input image. Figure 3 shows the AAM
result implemented using MATLAB programming. This vector becomes the input to the HCRF
sequence classifier. Figure 4 is a screen capture of the HCRF classification result over an instance
of image sequence.

Figure 3. AAM facial landmarks

Classification Result
[surprise
|surprize
|surpnse
|surprize
[saoness
[satinass
|sadess

EOY =[P ) g

Multi Flk_a Clmnimm Result ==»> sadly-surprised
1 2

Figure 4 HCRF classification result

Table 1. Experiment results

Method Accuracy
(%)
CE+ | own
CRF 8265 | 775
SVM-CRF 90.48 | 83.33
HCRF 93.19 | 85.71

We compare our proposed HCRF classifier with the original CRF and SVM-CRF
classifier from our previous works [24]. Table | summarizes the result. HCRF gains higher
accuracy rate compare to the other methods, both on CK+ dataset and own mixed emotion
dataset. On CK+ HCRF accuracy rate is 93,19%, while in own dataset is 85.71%. The proposed
HCRF classifier has improved the accuracy rate than the original CRF as well as SVM-CRF
methods.

5. Conclusion

3163




International Journal of Pure and Applied Mathematics Special Issue

We extend the common research on facial expression analysis for basic emotion
recognition into a more real-complex mixed emotion recognition in a temporal dimension by
collaborating Active Appearance Model and Hidden Conditional Random Fields. To the best of
our knowledge, there is no reporting use of AAM-HCRF for mixed emotion recognition
previously. AAM is a framework which produces facial landmark dynamically and HCRF works
as a sequence classifier with hidden states that yields mixed emotion’s class label for sequence of
images input. The experiment shows that our proposed HCRF model outperforms the existing
sequential classifier model and the accuracy rate is 93.19%. Our next will focus on increasing the
performance of HCRF by modifying the internal structure as well as optimizing the learning
al gorithm.
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